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ABSTRACT

An interceptor is a generic architecture pattern, and has been used to resolve specific issues in a number of application domains. Many standard platforms such as CORBA also provide interception interfaces so that an interceptor developed for a specific application can become portable across systems running on the same platform. SOAP frameworks are commonly used platforms to build Web Services. However, there is no standard way to build interceptors portable across current SOAP frameworks, although, some of them provide proprietary interceptor solution within individual framework, such as Axis, XFire, and etc. In this paper, we propose the portable interceptor mechanism (PIM) consisting of a set of application programming interfaces (API) on SOAP engine, a core component of a SOAP framework. An interceptor is able to receive messages passing through the SOAP framework from the SOAP engine via these APIs. Furthermore, the proposed PIM facilitates run-time lifecycle management of interceptors that is a crucial feature to many application domains but is not fully supported by CORBA standard. For concept proving, we implement the proposed PIM on two popular SOAP frameworks, namely, Axis and XFire. We also discuss a number of implementation issues including the performance and reliability of PIM.
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1. Introduction

An interceptor is a generic architecture pattern, and has been used to resolve specific issues in a number of application domains, such as continuous audit (CA), computer forensics (CF), fault tolerance (FT), load balancing (LB), and quality of service (QoS) systems. In the Continuous Process Auditing System (CPAS), an auditing module has been added to the original framework to intercept and log transactions so that the system's audit trail can function in a continuous manner [19]. Rezeye et al. suggested embedding an auditing module in a transaction system to monitor the system's activities continuously so that fraud could be detected in real-time [28]. Jailani et al. implement agent-based mechanism (i.e. AENA) to monitor and to record the activities related to transactions for auditing purpose [17]. For computer forensics applications, Sommer proposed using an intrusion detection system (IDS) to intercept and log system activities as digital evidence sources [32]. Song's dSniff program also employs the interception approach in computer forensics auditing [31]. Patel further mentions that an interception mechanism could be used to track users and their behavior for forensics purpose [27]. For fault-tolerance software applications, DOORS applies the interception approach to achieve fault transparency [22]; and External uses interceptors for group communications in an active replication FT system [21]. Liang's work on fault tolerant Web Services shows that an interceptor mechanism is needed to solve logging, client fault transparency, and redundant nested invocation problems in fault tolerant systems [9,20]. Arpaia et al. develop a fault detection subsystem, which also use interception mechanism to extract relevant fault information [2]. For load balancing applications, Cao et al. and Hallstrom et al. implemented an interceptor in their agent-based resource management system to intercept user requests and distribute the load fairly over all grid servers [6,13]; while Othman et al. used a client-side interceptor to intercept and then forward requests for load balancing purposes [26]. In the QoS domain, Artaim and Senivongse use an interception mechanism as a wrapper to monitor the system resources [3]; while Zeng et al. use the Self-Serv system as a wrapper to intercept messages [43]. Helali et al. use a middleware as a wrapper to perform QoS monitoring and managing [14].

Web Service is an increasingly recognized technology for building distributed applications where Simple Object Access Protocol (SOAP) [36,38] is one of the most commonly used means of implementation. Since interceptors have been widely used in various applications, we believe that Web Services would have greater applicability in various application domains if there were an interceptor mechanism for SOAP frameworks. Currently, two approaches are available for obtaining the messages flowing in and out of SOAP frameworks: the intermediary mechanism supported by the SOAP 1.2 [38] standard and proprietary interception supported by individual SOAP framework vendors [1,7,18]. The intermediary mechanism is operated as a midpoint proxy (or an intermediary node) and can be used to re-route and to pre-process messages between client and server nodes. Many applications
such as CA, CF, and FT require information interception at endpoints – either client-side or server-side – and some of them even require message interception at both endpoints, such as QoS. The intermediary mechanism, however, does not quite meet the requirements of these applications (further discussion can be found in Section 5.1). In contrast to the protocol layer approach as the intermediary mechanism, some SOAP frameworks, such as Apache Axis [1] and Codehaus XFire [7], provide proprietary application programming interfaces (APIs) on their SOAP engines with which an application developer is able to plug in application specific interceptors to obtain messages from the SOAP engines as they pass through. One of the drawbacks to taking this approach is the portability, i.e., an interceptor developed for Axis requires some effort to be ported to XFire, and vice versa. One possible way to resolve these issues is through an application platform (OS/middleware) that provides an interceptor mechanism with standard interfaces, such as the Common Object Request Broker Architecture’s (CORBA’s) portable interceptor (PI) [25] at the middleware layer and dSniff [31] at the network layer. However, CORBA PI falls short of lifecycle management at run-time (discussed in Section 5.2), which is a crucial functionality for applications such as continuous assurance and load balancing. These applications often need this managerial functionality to dynamically reconfigure their inner states without perturbing the operations on the original systems. We, therefore, propose a set of standard interfaces, called the portable interceptor mechanism (PIM), for SOAP engines that address the above issues. Notice that this work is based on our previous work [10].

The research methodology of this paper is threefold. First, we determine the requirements of a portable interceptor mechanism (PIM) based on the specifications of several major application domains, such as the CA, CF, FT, LB, and QoS systems, and categorize them by ISO/IEC 9126 [15]. Second, based on the requirements, we define two PIM interfaces: an interceptor management mechanism (IM) interface and a portable interceptor (PI) interface. The IM interface, which CORBA does not provide, allows interceptor administrators to manage the lifecycle of interceptors at run-time and also facilitates the interception of messages. The proposed PI interface can be used by developers to implement their own interceptors. Finally, we analyze the feasibility of applying the proposed PIM via a proof of concept. Specifically, we implement two prototypes and evaluate them based on the determined requirements.

The remainder of this paper is organized as follows. In Section 2, we define four PIM requirements based on the specifications of several major application domains and categorize them by ISO/IEC 9126 [15]. In Section 3, we analyze the PIM’s features via a number of use cases and discuss the proposed PIM interfaces in detail. We investigate the feasibility of applying the PIM via a proof of concept in Section 4; and discuss two alternative approaches, namely, SOAP intermediary [38] and CORBA PI [25] in Section 5. We then summarize our findings in Section 6.

2. Determining PIM requirements

To design an effective portable interceptor mechanism (PIM), we must first determine the PIM requirements. We therefore study how interceptors are used in various application domains, such as continuous auditing (CA), computer forensics (CF), fault tolerance (FT), load balancing (LB), and Quality of Service (QoS) systems. To ensure that the requirements are addressed completely, we use ISO/IEC 9126 [15] to categorize them. ISO/IEC 9126, which is the evaluation standard recommended by the International Organization for Standardization, is used to assess the quality of an information system based on six quality factors, namely, functionality, usability, reliability, portability, maintainability, and efficiency. In the following, we define four PIM requirements and categorize them based on the above quality factors.

2.1. Functionality and portability

The interceptor approach, which is used to intercept messages exchanged between systems, is employed in many application domains. For example, Woodroof et al. suggested that a CA monitoring mechanism should be run in real time (or near real time) in order to track the necessary audit trail [41], while Sommer considered that a continuous logging system at both client and server sites is necessary for live forensic purposes [32]. Gunestas et al. used handlers to implement the Forensic Web Services (FWS) framework for computer forensic domain [12]. Liang et al. proposed a fault-tolerant logging mechanism to continuously record all service invocations and messages for use in recovery operations [20]; while Felber and Narasimhan noted that the interceptor approach is one way to implement fault-tolerant systems [11]. The interception approach is also used to monitor system resources and intercept messages in the QoS domain [3,43]. Furthermore, most of these applications require information/message interception simultaneously at both client and server sites. Therefore, based on the above observations we define the first system requirement for the proposed PIM:

R1 A PIM should facilitate interaction between the interceptor and the SOAP engine so that designated interceptors can process SOAP messages, request messages and response messages that pass through the SOAP engines at the client and server sites continuously.

Based on our review of the literature, we believe that, although many application domains adopt the interceptor approach, it would be more useful if each interceptor could adapt to different domains and/or frameworks. For example, an interceptor implemented to resolve a fault tolerance issue could also be adapted to another framework applied by the CA mechanism. Therefore, we define the second system requirement:

R2 A PIM should provide a standard interface for the portability of interceptors.

2.2. Usability

Many application domains that employ an interceptor approach require a management mechanism for their interceptors. For example, Vasarhelyi et al. suggested that a CA monitoring mechanism should be easy for auditors with a limited IT background to use [34]. To be effective, the monitoring mechanism should allow auditors to work independently, i.e., as tertiary monitors [39]. Cao et al. proposed an agent-based load balance solution with strong management features to address various managerial needs [6]; while Artaiaim and Seniovengse use the management UI to manage the lifecycle of monitoring agents [3]. We found that the lifecycle management of the portable interceptor (PI) is an important issue for users. We also found that, if necessary, it should be possible to reconfigure the interceptors without interrupting normal operations. For example, Whittington and Pany [39] suggested that an ideal continuous monitoring mechanism should be able to adjust in seconds without help from IT professionals [39]; while Othman et al. [26] suggested that a load balancing (LB) mechanism should be able to adapt rapidly to various load conditions [26]. Other studies also observe that there is a need to adjust the properties of an interceptor at run time to meet changing monitoring conditions [13]; and QoS Services need to adjust the parameters of the monitoring agents at run-time [3]. Therefore, we define the third system requirement:

R3 A PIM should enable administrators to manage interceptors throughout their lifecycles; in particular, a PIM should allow
the administrators to reconfigure existing interceptors without interrupting the normal operations of any Web services running on the SOAP engine.

2.3. Reliability and efficiency

Reliability and efficiency, which are general requirements of application systems, are design and implementation issues. A number of researchers have considered these issues. For example, Artaia and Senivongse [3], Doughty et al. [8] and Rowlingson [29] emphasized that the failure of a CA monitoring mechanism should not affect the system in which it resides. Hence, our last system requirement is as follows:

R4 The operations of the interceptors and the PIM should have minimum impact on the normal operations of Web services.

2.4. Maintainability

Maintainability means “the capability of the software product to be modified [15].” Thus, a software component is maintainable if some parts of it can be reconfigured and reused. We consider that the proposed PIM is maintainable because the interceptors’ lifecycles are manageable, which satisfies requirement R3.

2.5. Summary of PIM requirements

We have defined four PIM requirements based on the specifications of five application domains. Requirement R1 defines the basic functionality of the interceptors while R2 considers their portability. R3 stipulates that the PIM must be able to manage the interceptors’ lifecycles, and requires that it can acquire and set the properties of the interceptor without interrupting the system’s normal operations. Especially, R3 is useful in application domains when the systems have to adjust the internal parameters or the functions of the PI without interrupting any of the services of the systems. For example, a company’s information system may have different business flows. If auditors want to check all the transaction flows (e.g., purchase flows and sales flows) individually at run-time, they must be able to change the auditing rules without stopping the system. Therefore, the PIM would be able to be applied to various domains, such as CA, CF, FT, LB, and QoS systems. Finally, requirement R4 relates to the impact on a modified SOAP engine if the installed PIM and/or the plugged interceptors malfunction or crash. These problems could be avoided by implementing certain technologies, which we discuss in Section 4. The above four requirements cover the six quality factors of an information system defined in the ISO/IEC 9126 standard. We believe that the proposed PIM offers sufficient functionality to build interceptors for other applications.

3. Interface design for the portable interceptor mechanism

A recognized way to achieve portability of application specific interceptors is through the use of common interfaces [30]. In Fig. 1, steps 1–4 illustrate how the PIM’s administration tool (PAT) manages the interceptors’ lifecycles (R3). Fig. 2 shows that exchanged messages can be intercepted at four points (R1) after interceptors have been installed in an information system. The portable interceptors, which are usually custom-made components, can be implemented by inheriting the designed interfaces. Next, we discuss the functionality offered by these two sets of interfaces through use case analysis.

3.1. Use case analysis

3.1.1. Managing an interceptor’s lifecycle

To explain the management of an interceptor’s lifecycle, we consider a use case in the CA domain. Suppose an auditor uses PIM’s administration tool (PAT) to manage an auditing mechanism that is implemented as an interceptor, as shown in Fig. 1. The tool invokes a plug-in service call in the auditee’s SOAP engine, which then finds the location (or URI) of the pluggable auditing mechanism (the interceptor) and connects to (or plugs into) the SOAP engine, as shown in the step 1 of Fig. 1. After plugging in the interceptor, the auditor sets the interceptor’s initial auditing parameters, as shown in step 2, and then activates the interceptor via the same PIM administration tool, as shown in the step 3. The administrator can suspend the interceptor’s functions by invoking a deactivation function in the SOAP engine, as shown in step 4. The auditor can also alter the run-time auditing options via the SOAP engine service component after the interceptor has been plugged in.

![Fig. 1. Interceptor management in a Web Services server.](image-url)
3.1.2. Run-time phase of an interceptor

An interceptor can be implemented on the server-side and/or client-side based on the application domain’s need; therefore, we consider two use cases to explain its applications. Fig. 2(a) shows how a client-side interceptor is used for load balancing. The Web Service’s client-side interceptor intercepts and redirects outgoing requests to the best target replica (interception point A) and processes the request (interception point B) when the Web Service responds.

Fig. 2(b) illustrates a use case of a server-side interceptor for a CF application. The server-side CF interceptor intercepts arrival requests before the Web Service deals with the request (interception point C) and/or intercepts the response (interception point D) after the Web Service sends a reply message to the client.

3.1.3. Summary of the use case analysis

The results of the use case analysis show that all the functions satisfy requirements R1–R3 of the PIM. Since the interceptor is designed to obtain SOAP messages at four points continuously, requirement R1 is fulfilled. An interceptor can be installed, uninstalled, activated, and deactivated in a SOAP engine. Furthermore, PIM has a function called setProperties() that allows an administrator to adjust the installed PI without interrupting the normal operations of the system; therefore, requirements R2 and R3 are also fulfilled. Requirement R4, which pertains to the system’s reliability and efficiency, is considered in Section 4. Next, we discuss the design of the PIM interfaces.

3.2. Design of PIM interfaces

Based on the previous analysis, we divide the PIM interface into two application programming interfaces (API). The first is the interceptor management mechanism (IM), which is used to manage the interceptors’ lifecycles at run-time. The second is the portable interceptor (PI), which ensures that the interceptors are portable and manageable by the interceptor management mechanism. We discuss the design of the management features in the SOAP engine first, followed by the design of the interceptor.

3.2.1. Design of the interceptor management mechanism API

As shown in Fig. 3, the interceptor management mechanism has five functions, which enable Web Service system administrators to manage the lifecycle of interceptors via the PIM. Specifically, the system administrator implements the administration application admAp to manage all interceptors via the administration APIs. The five administrative functions are: plugIn(), setProperties(), getProperties(), activate(), and deactivate(). An interceptor is connected to (or plugged into) the SOAP engine by using the plugIn(PI_name, PI_module) function. The advantage of plugIn() is that there are no interruptions to service during installation because the function provides a non-stop PI installation mechanism for critical Web services. The system administrator then invokes the setProperties(PI_name, Properties) function in the SOAP engine to set up the desired operating parameters, after which the PI is activated by calling the activate(PI_name) function in the SOAP engine. To query the PI’s operating parameters, the system administrator can invoke the getProperties(PI_name) function. To deactivate the installed PI at a specific time, the administrator invokes the deactivate(PI_name) function.

To apply the PIM in different application domains, it is important to consider the data type (content) of the interface parameters. This is because the information systems in different application domains often use different data types (content) in the interface parameters to set or acquire the system’s attributes. If the PIM does not apply a unified and flexible data type for the parameters, a portability problem will arise. We use a flexible data type, called Properties (written in Java language) for the interface parameters. As Properties (shown in line 5 of Fig. 7) can be used to transfer various types of data, our PIM can be applied in different application domains.

Fig. 4 shows an excerpt from the interceptor manager interface in WSDL [37] format; however, the format is not really suitable for presentation purposes. Fortunately, OMG provides a mapping specification between OMG’s IDL and WSDL [24], which allows us to convert the PI manager into OMG IDL format. An excerpt from the interceptor manager’s interface in IDL format is shown Fig. 5. Hereafter, we use OMG IDL to present the interface.

3.2.2. Design of the interceptor API

To design the interceptor API, we consider the results of the use case analysis. Messages can be intercepted at four points in an information system. Our interceptor interface is comprised of a basic interceptor, a client-side interceptor, and a server-side interceptor, as shown in Fig. 6. The basic interceptor interface, called the Interceptor, is described in Lines 2 to 10 of Fig. 7. After the interceptor has been loaded in the initialization phase, the SOAP engine calls the Interceptor::initialize() function (Line 3). The interceptor programmers may set up the necessary running environment parameters for all desired purposes. The Interceptor::destroy() function (Line 4) allows the SOAP engine to clean up an unused interceptor for management purposes in the terminal phase. The Interceptor::setProperties(PI_name,Properties) and Interceptor::getProperties(PI_name) functions allow the administrator to set additional properties and query the parameters’ properties at
run-time. When the IIManagerImpl::activate() function is invoked, the
SOAP engine calls Interceptor::activate() to activate the interceptor;
and when the IIManagerImpl::deactivate() function is invoked, the
engine calls Interceptor::deactivate() to temporarily deactivate the in-
terceptor. The administration application performs these operations at
the request of the administrator.

Since the basic interceptor is inherited by the ClientInterceptor
and the ServerInterceptor, they also have the above basic features.
The ClientInterceptor is defined in Lines 16–19 of Fig. 7. The
ClientInterceptor::sendRequest(RequestInfo) function is invoked by
the SOAP engine before a client request is sent to the server. The
interceptor’s programmers can implement their desired intercepting
code via this function. The ClientInterceptor::receiveReply(RequestInfo)
function is invoked by the SOAP engine after it receives a response
from the server so that the interceptor can check the response. The
proposed ServerInterceptor, defined in Lines 21–24 of Fig. 7, deter-
mines the two server-side interception points ServerInterceptor::
receiveRequest() and ServerInterceptor::sendReply(). The operation of
this interface is similar to that of ClientInterceptor.

4. Implementing the concept

We analyze the feasibility of applying the proposed PIM via a
proof of concept. Specifically, we implement two prototypes and eval-
uate them based on the determined requirements. We share the ex-
perience we gained from implementing the PIM prototype on two
open-source SOAP frameworks: Apache Axis 1.x [1] and Codehaus
XFire [7]. Then, we test the operability (requirements R1, R2, and
R3) of the PIM and use the implemented prototypes to evaluate

```xml
<definitions name="IIManagerImpl"/>
  <schema ...
    <xsd:simpleType name="PI_module"/>
    <xsd:simpleType name="PI_name"/>
  </schema>
  <message name="plugIn">
    <part name="PI" type="xsd:PI_name"/>
    <part name="pim" type="xsd:PI_module"/>
  </message>
  <message name="setProperties">
    <part name="props" type="xsd:Properties"/>
  </message>
  <message name="getProperties">
  </message>
  <message name="activate">
  </message>
  <message name="deactivate">
  </message>
  <portType name="IIManagerImplPortType">
    <operation name="plugIn">
    <operation name="setProperties">
    <operation name="getProperties">
    <operation name="activate">
    <operation name="deactivate">
    </portType>
    </binding>
    <service name="IIManagerImplService">
      ...
    </service>
    </definitions>
```

**Fig. 4.** An excerpt from the interceptor manager’s interface in WSDL format.

```c
typedef string PI_name;
typedef string PI_module;

interface IIManager {
  void plugIn(PI_name PI, PI_module pim);
  void setProperties(PI_name PI, Properties props);
  Properties getProperties(PI_name PI);
  boolean activate(PI_name PI);
  boolean deactivate(PI_name PI);
}
```

**Fig. 5.** An excerpt from the interceptor manager’s interface in OMG IDL format.
requirement R4. The implementations and the experimental results show that the prototypes meet all four requirements of the PIM.

4.1. Prototype implementation

There are many SOAP frameworks, which have similar architecture, such as Axis [1], XFire [7], JBoss [18], and so on. We build the PIM prototypes on Apache Axis 1.x [1] and Codehaus XFire [7] since they are widely used in academic research, for example, grid services [5,35], sharing digital resources [33], and composite telecom services [42]. Each framework provides a handler mechanism [1,7] that allows application developers to combine their handlers as a handler chain. Note that the handlers are similar to the interceptors in our context. In both frameworks, when the SOAP engines redirect a message to the handler chain, it passes through each handler; hence, each handler has an opportunity to examine the message content, as stipulated in requirement R1. Because of the proprietary nature of handler mechanisms, the handlers (or interceptors), developed for Apache and XFire are not portable to the other frameworks, even though the frameworks’ handler mechanisms are very similar. Each handler mechanism provides “handler management” functions that enable application developers to add, delete, or modify the handler chain through the configuration files; however, the SOAP engine has to be restarted each time a modification is made, which means requirement R3 is not satisfied completely. Finally, neither framework provides a way to address the reliability issue, as called for in requirement R4; thus, a design fault or software failure in a handler could cause the whole system to crash. Next, we describe the implementation of PIM on both frameworks to demonstrate its feasibility.

The PIM interface comprises the client-side interfaces and the server-side interfaces. Here, we only consider the server-side implementation of PIM, since the client-side implementation is similar. In Apache Axis, the functionalities of message exchange between the handlers and the SOAP engine, as well as handler management are implemented in one class, namely org.apache.axis.server.AxisServer.java. Therefore, we modify the source file to embed the interceptor management mechanism (IM) for managing the lifecycle of interceptors. In contrast, XFire separates bidirectional message exchanges and handler management into different classes. Hence, we create two new handlers (two class files), called org.codehaus.xfire.handler.RequestPIMHandler.java and org.codehaus.xfire.handler.ResponsePIMHandler.java, as an IM. Next, we modify two source files, org.codehaus.xfire.handler.Phase.java and org.codehaus.xfire.DefaultXFire.java, to register and enable the IM, which is then installed on the SOAP engine of XFire. Fig. 8 shows an excerpt from the IIManager’s interface in Java, and Fig. 9 shows a possible implementation of IIManager. The interface is converted directly from the IDL definition of IIManager. Lines 7 and 8 in Fig. 9, show how to load and manage the given interceptor via the IIManagerImpl::plugIn() function; and lines 11 and 14 configure the attributes of the interceptor. PIM defines a set of abstract interfaces via which an interceptor can be incorporated with the SOAP engine and process SOAP

1: /*IDL definitions of the interceptor
2: local interface Interceptor { 
3: void initialize();
4: void destroy();
5: void setProperties(in PI name_PI, in Properties props);
6: Properties getProperties(in PI name_PI);
7: void activate();
8: void deactivate();
9: ...
10: };
11: local interface RequestInfo {}
12: string target;
13: string operation;
14: ...
15: };
16: local interface ClientInterceptor : Interceptor {
17: void sendRequest (in RequestInfo ri);
18: }
19: ;
20: }
21: local interface ServerInterceptor : Interceptor {
22: void receiveRequest (in RequestInfo ri);
23: void sendReply (in ReplyInfo ri);
24: };

Fig. 6. The API design for the interceptor.

Fig. 7. An excerpt from the interceptor manager’s interface in OMG IDL format.

Fig. 8. An excerpt from the IIManager’s interface.
messages. Next, we explain the implementation of a server-side interceptor; a client-side interceptor can be implemented in similar manner. Figs. 10, 11, and 12 show excerpts from the interfaces converted directly from the related IDL in Fig. 7. After interceptor developers implement the interfaces based on their specific requirements, they can use IM to load and manage their interceptors. Here, we implement a server-side interceptor as a later “plug-in” for the two IMs implemented on the respective frameworks. The server-side interceptor utilizes the functions receiveRequest(...) and sendReply(...) from the org.w3c.PortableInterceptor.ServerInterceptor interface (shown in Fig. 12). The client-side interceptor implements the functions sendRequest(...) and receiveReply(...) from the org.w3c.PortableInterceptor.ClientInterceptor interface (shown in Fig. 11).

During the implementation period, we use exception handling to improve the reliability (R4) of the SOAP engine when the PIM is installed because, in general, the system will be more reliable if all its exceptions have been handled completely. In our experience, when an application system implements a PIM, malfunctions of the IM and/or interceptors have the greatest impact on the reliability of the system. To prevent such situations, we add programming codes in the SOAP engine to catch and mask all exceptions that may occur at the IM. In the same way, we can add programming codes to the IM module to catch and mask all exceptions that may occur at the interceptors. Since different SOAP engine providers may use different architecture and/or implementation, developers have a major challenge while they implement a PIM compliant SOAP engine. Because of developers have to hack each source code of the SOAP engines and figure out their entry point of SOAP messages to apply the proposed PIM. However, we think that SOAP framework providers could easily apply the proposed PIM to their products.

**Fig. 9.** An excerpt from the IMManager’s implementation code for Apache Axis.

```java
package org.apache.axis2
{
  public class IMManagerImpl implements IMManager {
    private final HashMap<String, String> uriToProxyImpl = new HashMap<String, String>;
    public void plugin(String url, String uriToProxyImpl) {
      // Plugin code
    }
    public void initialize() {
      // Initialize code
    }
    public void destroy() {
      // Destroy code
    }
    public void activate(String uriToProxyImpl) {
      // Activate code
    }
    public void deactivate(String uriToProxyImpl) {
      // Deactivate code
    }
    public void setProperties(String uriToProxyImpl, Properties props) {
      // Set properties code
    }
    public Properties getProperties(String uriToProxyImpl) {
      // Get properties code
    }
  }
}
```

**Fig. 10.** An excerpt from the interceptor interface definition in Java.

**Fig. 11.** An excerpt from the ClientInterceptor interface definition in Java.

**Fig. 12.** An excerpt from the ServerInterceptor interface definition in Java.

4.2. Experiments on requirements R4 of PIM

In this subsection, we evaluate the implemented prototypes based on the requirements of PIM. Fig. 13 shows the test environment. Hosts H0, H1, and H2 use a Pentium IV 3.2GHz PC with a 1 GB memory and run on an MS Windows XP platform. An administration application (admaAP) and a client are implemented in MS C# and installed on Host H0. Meanwhile, hosts H1 and H2 are installed, respectively, in Axis and XFire, the modified open source SOAP engines. First, we consider the operability of the prototypes (requirements R1, R2, and R3), and then evaluate requirement R4.

Here, we test the operability (the run-time lifecycle management) of the IMs and the portability of the implemented interceptor (PI), which can be used in both Axis and XFire. To test the operability of the IMs, the administration application first invokes the plugin() and activate() functions to plug in and activate our test interceptor (Steps 1 to 4). Next, the client invokes a Web service, such as the invoke() function, provided by both SOAP engines (Steps 5 to 6). The test results show that both IMs can manage the implemented interceptor (PI) at run-time and that (PI) can be used by different SOAP engines. We demonstrate that messages can be intercepted by developing a SOAP client (shown in Fig. 14), which sends a simple sales order to the Web Services H1 and H2 and receives a result marked “true”. The intercepted messages (shown in Figs. 15 and 16) can be used to monitor and analyze the contexts in real-time. The SOAP messages dumped by the Axis and XFire engine consoles show that the server-side interceptor can function on both SOAP engines.

Requirement R4 of PIM relates to the impact on the modified SOAP engine if the installed IM and/or the plugged interceptors malfunction or crash. Recall that we discussed the reliability of PIM in Subsection 4.1; here, we describe the experiment for evaluating its efficiency. The PIM’s overhead is incurred primarily by the IM and the interceptors. The IM increases the run-time overhead when it looks up the interceptor chain (interceptors) and calls the interception functions of the interceptor. The overhead of an interceptor depends on its internal algorithms and activities. However, interceptors are usually custom-made, so it is difficult to determine the performance of each one. We therefore evaluate the overhead of a PIM that includes an IM and a dummy interceptor. Fig. 17 shows an excerpt from the dummy interceptor’s code. The interceptor can also be used to dump SOAP messages when the interception function receiveRequest() is called (Line 6). We construct an experiment environment that is similar to the one in Fig. 13; however, we place H0, H1, and H2 on the same PC to eliminate network latency. The client separately invokes the echoString() belonging to the Web Services deployed on the modified Axis and XFire SOAP engines. The purpose of the experiment is to measure the response time delay incurred by the working PIM. All the results reported in this section have a 95%
confidence interval with interval half-widths of less than 3% of the average measurements.

Analysis of the overhead shows that the size of the input/output parameter (or the message size) in each nested invocation can affect the invocation's round trip time (RTT). Therefore, we measure the PI's net processing time for messages that vary in size from 4 bytes to 500 KB. The experiment results, shown in Table 1, demonstrate that the client's RTT increases as the message size increases. The reduction in the RTT with PIM on XFire for 500 KB of data may be due to the external operation of the system I/O. Since PIM's overhead is less than that of the system I/O, we conclude that the PIM overheads on Axis and XFire are negligible. Thus, based on the proof of concept previously discussed, we believe that PIM is feasible.

5. Related works

There are two commonly used interception mechanisms, namely the SOAP intermediary mechanism [38] and the CORBA portable interceptor (PI) [25]. In this section, we discuss the feasibility of using the SOAP intermediary and the CORBA portable interceptor to satisfy the four PIM requirements.
5.1. The flexibility of using the SOAP intermediary mechanism to meet PIM requirements

The W3C recommendation for SOAP 1.2 proposes an intermediary mechanism [38], which operates as a proxy Web service that receives SOAP messages redirected from either the client site (invocation messages) or the server site (reply messages). The redirected information is inserted into the header of a SOAP message before the latter is sent out. An intermediary can examine the content of a SOAP message and process it in the same way as an interceptor in the PIM. Note that an intermediary operates as a third party Web service independent of the client application and the server site’s Web Service. In other words, its role is different to that of the client site interceptor and the server site interceptor (the endpoint interceptor), as requirement R1, so the intermediary cannot implement some of the interceptor’s applications. For example, a popular QoS metric is used to measure the round-trip delay of a SOAP invocation; however, it is difficult to obtain a precise measurement using the intermediary approach because the intermediary site is located between the client site and the server site. Besides, a fault tolerant system needs an endpoint interceptor to log and to recover states of the system; however, an intermediary is only operated as a midpoint proxy. Since an intermediary does not quite meet the functional requirement R1, we do not have to discuss the requirements R2–R4.

5.2. The flexibility of using CORBA’s portable interceptor to meet PIM requirements

CORBA [23] provides a “Portable Interceptor” [25] recommendation function in its standard specification. The recommendation function defines a set of interfaces that enable an application-specific interceptor to communicate with the CORBA ORB in order to intercept the content of the latter’s in/out invocations (R1). The information in a CORBA invocation is equivalent to that of a SOAP message. The recommendation function also allows software developers to install interceptors that are portable (R2) across all CORBA 3.0 compliant middleware. In addition, software developers can use the interfaces to manage some aspects of their interceptors, but the interfaces are not adaptable, as stipulated in R3. Because of CORBA ORB has to be restarted for applying new configuration while the CORBA-based system has been reconfigured. However, some CORBA vendors, such as VisiBroker [4] and OpenORB [40], provide proprietary solutions that partially meet requirement R3. Although the CORBA standard does not specifically address the reliability issue in R4, we found that state-of-the-art CORBA compliant products, such as Orbix [16] and OpenORB [40], satisfy R4 because they use proprietary implementation techniques.

6. Conclusion

Simple Object Access Protocol (SOAP) frameworks are commonly used platforms for developing Web Service, which constitute an increasingly recognized technology for constructing distributed applications. An interceptor is generally applied to intercept and monitor messages for specific purposes. We believe that Web Services would have greater applicability in various application domains if SOAP frameworks were to incorporate an interceptor mechanism. To test this proposition, we first acquired the requirements of an interceptor mechanism by examining how various application domains, including continuous auditing (CA), computer forensics (CF), fault tolerance (FT), load balancing (LB), and quality of service (QoS), employ the interceptor approach. Second, to satisfy these requirements, we design a set of standard interfaces, called “portable interceptor mechanism” (PIM), for SOAP engines (which are core component of SOAP frameworks). Finally, we evaluated the feasibility of applying the PIM by using a proof of concept that implements two prototypes and examines them based on the determined requirements. The results show that the proposed PIM is feasible.
The proposed PIM provides three major features: endpoint interception, portability, and run-time lifecycle management. These features are not fully supported by existing solutions. First, the proposed PIM supports a set of standard interfaces for endpoint interception, which differs from the SOAP intermediary that operates as a midpoint proxy. An endpoint interception is required by some application domains such as FT, QoS, and CF. Second, the interceptors can become portable across systems running on SOAP frameworks when both interceptors and frameworks are compliant with the proposed PIM. This is in contrast to the proprietary implementation of existing SOAP frameworks such as the Axis’s “handler.” Third, the proposed PIM provides an interface for managing the interceptors’ lifecycle at run-time, which is a crucial functionality for applications such as CA and LB. This essential feature is not fully supported by existing solutions.
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