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Financial distress prediction is always important for financial institutions in order for them to assess the
financial health of enterprises and individuals. Bankruptcy prediction and credit scoring are two
important issues in financial distress prediction where various statistical and machine learning tech-
niques have been employed to develop financial prediction models. Since there are no generally agreed
upon financial ratios as input features for model development, many studies consider feature selection as
a pre-processing step in data mining before constructing the models. However, most works only focused
on applying specific feature selection methods over either bankruptcy prediction or credit scoring
problem domains. In this work, a comprehensive study is conducted to examine the effect of performing
filter and wrapper based feature selection methods on financial distress prediction. In addition, the effect
of feature selection on the prediction models obtained using various classification techniques is also
investigated. In the experiments, two bankruptcy and two credit datasets are used. In addition, three
filter and two wrapper based feature selection methods combined with six different prediction models
are studied. Our experimental results show that there is no the best combination of the feature selection
method and the classification technique over the four datasets. Moreover, depending on the chosen
techniques, performing feature selection does not always improve the prediction performance. However,
on average performing the genetic algorithm and logistic regression for feature selection can provide
prediction improvements over the credit and bankruptcy datasets respectively.

� 2014 Elsevier B.V. All rights reserved.
1. Introduction

Financial distress prediction is very critical in enterprise risk
management, especially for financial institutions. In particular,
financial institutions have to develop various risk management
models, such as bankruptcy prediction and credit scoring models
[37,43]. For bankruptcy prediction, financial institutions need effec-
tive prediction models in order to make appropriate lending deci-
sions. On the other hand, credit scoring models are used for the
management of large loan portfolios and/or credit admission
evaluation.

Specifically, bankruptcy prediction and credit scoring are two
binary classification problems in financial distress prediction,
which aim at assigning new observations to two pre-defined deci-
sion classes (e.g., ‘good’ and ‘bad’ risk classes) [40]. For example,
bankruptcy prediction models are used to predict the likelihood
that the loan customers will go bankrupt whereas credit scoring
models are used to determine whether the loan applicants should
be classified into a high risk or low risk group. In the literature,
many supervised machine learning (or classification) techniques
have been used for financial distress prediction [2,10,24,29].

Though many novel sophisticated techniques have been pro-
posed for effective prediction, very few have examined the effect
of feature selection on financial distress prediction. Feature selec-
tion is an important data pre-processing step of knowledge discov-
ery in databases (KDD). The aim is to filter out unrepresentative
features from a given dataset [11,17]. As there are no generally
agreed financial ratios for bankruptcy prediction and credit scor-
ing, collected variables must be examined for their representative-
ness, i.e., importance and explanatory power, in the chosen dataset
[29]. Therefore, the performance of classifiers after performing fea-
ture selection could be enhanced over that of classifiers without
feature selection.

Generally speaking, feature selection can be broadly divided
into the filter, wrapper, and hybrid approaches [3,31]. The filter
based method (usually based on some statistical techniques) eval-
uates and selects feature subsets by the general characteristics of
the given dataset. The wrapper based method is based on a
pre-determined mining algorithm and its performance is used as
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the evaluation criterion to select feature subsets. Specifically, it
aims at searching for features that are better suited to the mining
algorithm to improve the mining performance. The hybrid method
is based on combining these two methods by exploiting different
evaluation criteria in different search stages.

In recent studies, the filter and wrapper based feature selection
methods have been widely used for bankruptcy prediction
[41,13,14,27,25,26,8,4] and credit scoring [18,7,30,16,42,5]. Most
studies apply either filter or wrapper based methods for single
domain problems, i.e., bankruptcy prediction and credit scoring.
One reason for the lack of using hybrid based feature selection
methods is because currently there is no standard and representa-
tive method. In addition, there are no guidelines for which filter
and wrapper based methods should be combined to select the best
features for the later prediction performance.

One major limitation of current studies is that each work only
considers one specific feature selection method for either bank-
ruptcy prediction or credit scoring problems. In other words, there
is no study focusing on comparing both types of feature selection
methods for both bankruptcy prediction and credit scoring prob-
lems (c.f. Section 2.2). Therefore, the aim of this paper is to exam-
ine the effect of the filter and wrapper based feature selection
methods on both bankruptcy prediction and credit scoring prob-
lems. Moreover, the effect of performing feature selection on dif-
ferent classification techniques will also be investigated.

The contributions of this paper are twofold. First, we provide a
comprehensive study of comparing different filter and wrapper
based feature selection methods in terms of two financial distress
problems, which are bankruptcy prediction and credit scoring. In
particular, the most suitable methods for these two specific prob-
lems are identified. As a result, the identified methods can also be
regarded as the baseline feature selection methods for future
related researches. Second, the research findings also allow us to
understand which classification technique(s) are more sensitive to
feature selection. Therefore, this can provide a guideline for future
studies to choose suitable techniques for their prediction models.

The rest of this paper is organized as follows. Section 2 over-
views related literature about filter and wrapper based feature
selection methods. Moreover, related works are compared in terms
of the feature selection methods employed, prediction methods
constructed, etc. Sections 3 and 4 present the experimental setup
and results, respectively. Finally, Section 5 concludes the paper.
2. Literature review

2.1. Feature selection

As there are no generally agreed factors (i.e., variables) for
bankruptcy prediction and credit scoring, some of the collected
variables as features may contain noise that could affect the pre-
diction result. On the other hand, if too many features were used
for data analysis, it can cause high dimensionality problems [36].
In data mining, feature selection or dimensionality reduction can
be approached to reduce irrelevant or redundant features. This is
an important data pre-processing technique in data mining, which
aims at selecting more representative features having more
discriminatory power over a given dataset [11,17].

Feature selection can be defined as the process of choosing a
minimum subset of m features from the original dataset of n
features (m < n), so that the feature space (i.e. the dimensionality)
is optimally reduced according to four steps, which are subset
generation, subset evaluation, stopping criteria, and result valida-
tion [11,31].

In general, subset generation is a search procedure which
generates subsets of features for evaluation. Each subset generated
is evaluated by a specific evaluation criterion and compared with
the previous best one with respect to this criterion. If a new subset
is found to be better, then the previous best subset is replaced by
the new subset.

2.2. Filter based feature selection

The filter based feature selection methods usually contain the
following procedures. Given a dataset, the method based on a par-
ticular search strategy initially searches from a given subset, which
may be an empty set, a full set, or any randomly selected subset.
Then, each generated subset is evaluated by a specific measure
and compared with the previous best one. This search process iter-
ates until the pre-defined stopping criterion is met. Consequently,
the final output of this method is the last current best subset.

More specifically, the search strategy and evaluation measure
can be different depending on the algorithms used. In addition, fil-
ter based methods do not involve any mining algorithm during the
search and evaluation steps, they are computationally efficient.
Some examples of filter based methods that are used in financial
distress prediction are based on statistical techniques, such as t-
testing, principal component analysis, discriminant analysis, and
regression [4,8,37,26,41,45].

2.2.1. Discriminant Analysis
Linear Discriminant analysis (LDA) is used to find a linear com-

bination of features which characterizes or separates two or more
classes of objects. The resulting combination can be used for
dimensionality reduction. LDA can also be used to express one
dependent variable as a linear combination of other features. In
other words, LDA looks for the linear combination of features
which best explains the given data [34].

LDA involves the determination of a linear equation like regres-
sion that will predict which group the case belongs to. The form of
the equation or function is

D ¼ v1X1 þ v2X2 þ v3X3 þ � � �v iXi þ a ð1Þ

where D is the discriminant function, v is the discriminant coeffi-
cient or weight for that feature, X is the respondent’s score for that
feature, a is a constant, and i is the number of predictor features.

2.2.2. t-Test
The t-test method is used to determine whether there is a sig-

nificant difference between two group’s means. It helps to answer
the underlying question: Do the two groups come from the same
population, and only appear differently because of chance errors,
or is there some significant difference between these two groups?
Three basic factors help determine whether an apparent difference
between two groups is a true difference or just an error due to
chance [35]:

1. The larger the sample, the less likely that the difference is
due to sampling errors or chance.

2. The larger the difference between the two means, the less
likely that the difference is due to sampling errors.

3. The smaller the variance among the participants, the less
likely that the difference is created by sampling errors.

2.2.3. Logistic regression
Logistic regression (LR) is a type of probabilistic statistical

classification model. LR measures the relationship between a
categorical dependent variable and one or more independent
variables, which are usually continuous, by using probability
scores as the predicted values of the dependent variables. LR
allows us to look at the fit of the model as well as at the
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significance of the relationships between dependent and indepen-
dent variables that are modeled [19].

The LR function can be written as

P ¼ eaþbx

1þ eaþbx
ð2Þ

where P is the probability of a 1, e is the base of the natural loga-
rithm and a and b are the parameters of the model.

2.3. Wrapper based feature selection

The wrapper based feature selection methods are similar to the
filter based ones except that a pre-defined mining algorithm is uti-
lized for the search strategy and evaluation measure. That is, for
each generated subset, the mining algorithm is used to evaluate
the goodness of the selected subset in terms of the quality of mined
results. Therefore, using different mining algorithms will produce
different feature selection results over the same dataset.

Since the mining algorithms are used to select and evaluate the
feature subsets, the wrapper based methods are likely to perform
better than the filter based methods [20]. However, it is usually
more computationally expensive than the filter based methods.
Some examples of wrapper based methods used in financial dis-
tress prediction are the Bayesian classifier, particle swarm optimi-
zation, rough set, and genetic algorithm methods [14,33,30,42].

2.3.1. Genetic algorithms
Genetic algorithms (GA) have become an effective feature selec-

tion approach to improve the performance of data mining algo-
rithms. In GA, a population of strings (called chromosomes),
which encode candidate solutions (called individuals) to an opti-
mization problem, evolves for better solutions. In general, the
genetic information (i.e., chromosome) is represented by a bit
string (such as binary strings of 0s and 1s) and sets of bits encode
the solution. Then, genetic operators are applied to the individuals
of the population for the next generation (i.e., a new population of
individuals). There are two main genetic operators, which are
crossover and mutation. Crossover creates two offspring strings
from two parent strings copying selected bits from each parent.
On the other hand, mutation randomly changes the value of a sin-
gle bit (with small probability) to the bit strings. Furthermore, a fit-
ness function is used to measure the quality of an individual in
order to increase the probability that the single bit can survive
throughout the evolutionary process [15].

2.3.2. Particle swarm optimization
Particle swarm optimization (PSO) is also a type of evolutionary

algorithm. It optimizes a problem by looking at a population of
particles (i.e., candidate solutions). The particles are moved around
in the search space according to a mathematical formula consider-
ing the particle’s position and velocity. As a result, it is expected
that the swarm will move toward the best solutions [22].

Specifically, both GA and PSO share the following common
elements:

� Both initialize a population in a similar manner.
� Both use an evaluation function to determine how fit (good) a

potential solution is.
� Both are generational, that is both repeat the same set of pro-

cesses for a predetermined amount of time.

PSO has two primary operators, which are velocity update and
position update. During each generation each particle is acceler-
ated toward its previous best position and the global best position.
In each iteration, a new velocity value for each particle is calcu-
lated based on its current velocity, the distance from its previous
best position, and the distance from the global best position. The
new velocity value is then used to calculate the next position of
the particle in the search space. This process continues until a min-
imum error is achieved.

2.4. Comparisons of related works

Table 1 compares related works from the past five years (2009–
2013) in terms of the feature selection methods employed, predic-
tion methods constructed, and domain datasets used. Note that the
number for the filter and wrapper based methods means the num-
ber of methods used in their corresponding works. According to
Table 1, we can observe that most studies performing feature
selection only consider one specific type of method. In addition,
many works only focus on one specific domain problem, i.e., either
bankruptcy prediction or credit scoring.

To be specific, wrapper based methods are applied for bank-
ruptcy prediction in three studies and filter based methods in
seven studies. On the other hand, wrapper based methods are used
for credit scoring in four studies and filter based methods are
applied in three studies.

Consequently, this literature review raises two research ques-
tions. The first one is: which type of feature selection method is
suitable for which problem domain? Second, is there any best com-
bination for combining specific types of feature selection methods
and specific classification techniques for bankruptcy prediction
and credit scoring? The following experiments are conducted to
answer these two questions.
3. Experimental design

3.1. The datasets

Table 2 shows the information for the four chosen datasets uti-
lized in this study. The Australian and German datasets are public
sets widely used in the literature. The Taiwanese and Chinese data-
sets were collected from the Taiwan Economic Journal1 and the
definitions of bankrupt companies are based on the business regula-
tions from the Taiwan Stock Exchange and Shanghai and Shenzhen
Stock Exchange, respectively.

Since the Chinese and Taiwanese bankruptcies are real-world
datasets, in practice they contain very few bankrupt cases whereas
the numbers of non-bankrupt cases are very large. This makes the
class imbalance problem of the collected datasets, which is likely
to degrade the final prediction performance. Therefore, the method
of stratified sampling [1] is used to collect the same numbers of
good and bad cases. Moreover, each of the attributes is normalized
into the range from 0 to 1. For training and testing each classifier,
the 10-fold cross-validation strategy is used to divide each dataset
into 10 distinct training and testing subsets.

3.2. Feature selection

3.2.1. Filter based feature selection methods
From the relevant studies reviewed in Section 2, three widely

used filter based feature selection methods are chosen for compar-
ison, namely, linear discriminant analysis (LDA), t-test, logistic
regression (LR).

Fig. 1 outlines the process of performing filter based feature
selection for financial distress prediction. The first step is to divide
each dataset into the training and testing sets by 10-fold cross
validation. Then, each feature selection method is executed over
the training set. Next, the selected features are used as the new

http://www.tej.com.tw/twsite/


Table 1
Comparisons of related works.

Works Feature selection methods Prediction models Problem domains

Filter Wrapper BPa CSb

Chandra et al. [4] 1 MLPc/CARTd/SVMe/RFf/LRg v
Chen [7] 4 Rough sets v
Chen and Li [5] 4 SVM v
Cho et al. [8] 2 CBRh v
Divsalar et al. [13] 1 GEPi v
Feki et al. [14] 1 SVM v
Gonen et al. [16] 2 Probit regression/MKLj v
Hajek and Michalak [18] 2 MLP/RBF neural network/SVM/ NBk/RF/LDCl/NMCm v
Li and Sun [25] 1 SVM v
Li and Sun [26] 1 CBR v
Lin et al. [27] 1 SVM v
Ling et al. [30] 1 SVM v
Martin et al. [33] 1 Fuzzy c-means/MARS v
Tsai [41] 5 MLP v v
Wang et al. [43] 1 RBF neural network/LR/DTn v
Yang et al. [45] 1 SVM v

a BP: Bankruptcy Prediction.
b CS: Credit Scoring.
c MLP: multilayer perceptron neural network.
d CART: classification and regression tree.
e SVM: support vector machines.
f RF: random forest.
g LR: logistic regression.
h CBR: case-based reasoning.
i GEP: gene expression programming.
j MKL: multiple kernel learning.
k NB: naïve Bayes.
l LDC: linear discriminant classifier.

m NMC: nearest mean classifier.
n DT: J48 decision tree.

Table 2
Dataset information.

Dataset Total cases Good/bad cases No. of attributes

Chinese bankruptcies 688 344/344 45
Taiwanese bankruptcies 440 220/220 95
Australian credit 690 307/382 14
German credit 1000 700/300 24
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training set (not the original training set) to train a prediction
model. Finally, the testing set containing the same selected fea-
tures as the new training set is used to test the performance of
the prediction model.

Note that the threshold to determine representative features by
the filter based feature selection methods is based on the feature,
which is significant at the 0.05 level. For example, using the t-test
method the features having the p values less than 0.05 are kept;
otherwise they are filtered out.
3.2.2. Wrapper based feature selection methods
Two representative methods are used for wrapper based feature

selection in this paper, which are genetic algorithm (GA) and
particle swarm optimization (PSO).
Fig. 1. Filter based feature selection
Fig. 2 shows the process of performing wrapper based feature
selection for financial distress prediction. First, each dataset is
divided into the training and testing sets by 10-fold cross valida-
tion. Each training set is further sampled for the training and vali-
dation subsets to train the wrapper based feature selection
methods. Then, the population pool is initialized where each group
of the chromosome or particle represents the selected feature set.
Next, each chromosome or particle in the population pool (as the
training subset) is used to construct multiple models. After the
models are constructed, the validation subset is used to test their
accuracy. For GA, the performance of the models constructed by
each chromosome is examined, and then the selection, crossover,
mutation operations are performed to replace the current popula-
tion pool. On the other hand, each particle of PSO is examined for
its performance and its position and velocity in the feature space
are adjusted by the sigmoid function to replace the current popu-
lation pool. Consequently, the evolutionary process will be termi-
nated until the stopping criterion is met. Then, the chromosome
or particle having the highest accuracy over the validation subset
is used as the training set to train the prediction model. Finally,
the testing set containing the same selected features as the
chromosome or particle is used to test the performance of the
prediction model.
for financial distress prediction.



Fig. 2. Wrapper based feature selection for financial distress prediction.

Table 3
The parameters of GA and PSO.

Methods Parameters Values

GA Objective
function

Fitness value = average accuracy

Selection Roulette wheel selection
Crossover
method

Uniform crossover

Generation Generation = 20; average accuracy after 8
repetitions

Population size 60
Crossover rate 0.7
Mutation rate 0.01
Elite
chromosome

2

PSO Objective
function

Fitness value = average accuracy;

Swarm size 60
Generation Generation = 20; average accuracy after 8

repetitions
C1 2
C2 2
Vmax 6

Table 5
Confusion matrix.

#predicted n actual? Non-bankruptcy Bankruptcy

Non-bankruptcy a (True Positive) b (False Positive)
Bankruptcy c (False Negative) d (True Negative)
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Table 3 lists related parameters of GA and PSO, which are based
on some related works, such as Srinivas and Patnaik [38], Ko and
Lin [23], Lin et al. [28], and Liu et al. [32]. Note that different values
of the population size and swarm size (20–500), crossover rate
(0.4–1.0), mutation rate (0.001–0.1), and generations (100–5000)
were compared in order to find out the best parameter values.
3.3. The classifiers

For classifier design, six classification techniques are used,
namely, linear SVM, RBF SVM, k-NN, Naïve Bayes, CART, and
MLP. These were identified as the most popular and widely used
classification techniques by Wu et al. [44]. Table 4 lists the param-
eters for constructing these classifiers for comparison.
3.4. Evaluation metrics

To assess the performance of the above mentioned classifiers
(i.e., prediction models), two evaluation metrics are used, which
are prediction accuracy and the Type I error. They can be measured
by a confusion matrix, as shown in Table 5.
Table 4
Parameters for constructing the classifiers.

Classifier Parameters

SVM Kernel functions: linear kernel and RBF kernel; other rela
KNN K = 7; distance function: Euclidean distance
CART The default parameters used are based on the Matlab too
MLP The number of hidden nodes: 8/16/32/64; learning epoch
Naïve Bayes Kernel function: kernel density estimate [21]

a http://www.csie.ntu.edu.tw/~cjlin/libsvm/.
Therefore, the average prediction accuracy is obtained by

Prediction accuracy ¼ aþ d
aþ bþ c þ d

ð3Þ

and the Type I error is based on

Type I error ¼ b
bþ d

ð4Þ

In addition to the average accuracy, Type I error is taken into
account. This occurs when the classifier incorrectly classifies a
bankrupt firm (or member of the high risk group) into the non-
bankrupt class (or the low risk group). This is also critical because
a higher Type I error rate requires financial institutions to expend
larger costs, which can enhance the enterprise risk.

4. Results

4.1. Results on credit scoring datasets

Tables 6 and 7 show the performances of different classifiers
over the Australian and German credit datasets, respectively. Note
that the baseline means the classifier without feature selection. In
addition, the bold numbers indicate performances that signifi-
cantly outperform the other classifiers (indicated by non-bold
numbers). The level of performance significance is measured by
the Wilcoxon test [12]. Furthermore, the highest rate of classifica-
tion accuracy and the lowest rate of the Type I error are underlined.

The results show that filter based feature selection methods
generally perform better than wrapper based ones. In particular,
the LDA and t-test perform the best over the Australian and Ger-
man datasets, respectively.

On the other hand, on average, for the Australian dataset, per-
forming feature selection makes the classifiers outperform the
ones without feature selection in terms of the prediction accuracy
and the Type I error. This is different from the German dataset, in
that only performing a t-test can allow the classifiers to provide
ted parameters are based on the default parameters from the LIBSVM toolbox.a

lbox
s: 50/100/200/400 [41]

http://www.csie.ntu.edu.tw/~cjlin/libsvm/


Table 6
Performances of different classifiers over the Australian credit dataset (# samples: 690; # attributes: 14) (p < 0.05).

Wrapper methods Filter methods Baseline (%)

GA (%) PSO (%) t-Test (%) LDA (%) LR (%)

Linear SVM Accuracy 85.52 85.52 85.52 85.52 85.52 85.52
Type I error 20.08 20.06 20.08 20.08 20.08 20.08

RBF SVM Accuracy 84.27 84.82 85.54 85.57 85.45 84.47
Type I error 16.84 16.76 14.18 14.18 15.29 17.52

CART Accuracy 84.85 84.82 85.25 85.46 85.11 85.20
Type I error 15.85 17.50 19.19 17.68 17.98 18.98

k-NN Accuracy 84.69 84.64 86.06 85.31 84.81 84.58
Type I error 14.87 14.39 13.36 13.20 13.30 14.97

Naïve Bayes Accuracy 86.09 85.86 68.52 67.09 66.74 68.55
Type I error 13.61 12.41 21.66 21.24 20.51 21.51

MLP Accuracy 85.57 85.49 85.60 86.00 85.89 84.15
Type I error 13.93 14.97 13.82 13.82 13.78 14.86

Avg. Accuracy 85.17 85.19 82.75 82.49 82.25 82.08
Type I error 15.86 16.02 17.05 16.70 16.82 17.99

Table 7
Performances of different classifiers over the German credit dataset (# samples: 1000; # attributes: 24).

Wrapper methods Filter methods Baseline (%)

GA (%) PSO (%) t-Test (%) LDA (%) LR (%)

Linear SVM Accuracy 76.54 73.76 76.74 75.72 75.10 77.18
Type I error 53.07 61.07 54.13 58.93 64.00 50.80

RBF SVM Accuracy 74.80 72.26 76.40 75.98 75.20 76.30
Type I error 54.87 59.73 51.07 52.40 59.00 49.80

CART Accuracy 75.72 74.16 74.28 73.52 73.66 74.30
Type I error 55.80 59.33 59.27 62.33 65.07 57.87

k-NN Accuracy 72.24 71.60 71.82 71.86 72.62 70.86
Type I error 59.73 86.27 63.20 60.47 61.20 65.33

Naïve Bayes Accuracy 71.56 74.16 72.40 70.88 71.44 70.52
Type I error 84.53 59.33 83.80 92.67 88.80 95.93

MLP Accuracy 74.03 72.54 73.28 73.44 73.42 71.76
Type I error 57.25 59.07 57.73 57.40 60.93 57.73

Avg. Accuracy 74.15 73.08 74.15 73.57 73.57 73.49
Type I error 60.88 64.13 61.53 64.03 66.50 62.91
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better performance than the baselines. These results are consistent
with Tsai [41], who compared five filter based feature selection
methods and found the t-test to be the optimal feature selection
method.

4.2. Results on bankruptcy prediction datasets

Tables 8 and 9 show the performances of different classifiers
over the China and Taiwan bankruptcy datasets, respectively. The
results are interesting in that, on average, performing feature selec-
tion makes the classifiers outperform the baselines in terms of pre-
diction accuracy. However, the classifiers followed by feature
selection do not necessarily mean that they can provide lower Type
I errors than the baselines.

On the other hand, the GA based feature selection method can
make CART and linear SVM provide the highest rate of prediction
accuracy over the China and Taiwan datasets respectively. For
the Type I error, LDA and GA perform the best over the China
and Taiwan datasets, respectively. These results are somewhat
similar to Hua et al.’s [20] conclusion that wrapper based methods
could be superior to filter based methods over high dimensional
datasets.
4.3. Discussion

4.3.1. The effect of performing feature selection on classifier
performances

Based on the above results, the effect of performing feature
selection on classification techniques is discussed below.

� Linear SVM: Linear SVM combined with feature selection does
not perform significantly better than baseline linear SVM over
the four datasets. This may be because some weights are
assigned to the input features when constructing the linear
SVM classifier. In other words, important features can be iden-
tified and have higher weights assigned. Therefore, executing
feature selection may not be necessary.
� RBF SVM: In most cases, there is no significant difference

between combining feature selection with RBF SVM and the
baseline method. However, for the Australian dataset RBF
SVM combined with filter based feature selection methods
perform significantly better than the baseline method. This
implies that the chosen dataset may have a positive impact
on the performance of RBF SVM after performing feature
selection.



Table 8
Performances of different classifiers over the China dataset (# samples: 688; # attributes: 45).

Wrapper methods Filter methods Baseline (%)

GA (%) PSO (%) t-Test (%) LDA (%) LR (%)

Linear SVM Accuracy 91.33 91.54 91.54 91.48 91.13 91.45
Type I error 6.58 5.99 6.80 5.41 5.98 6.80

RBF SVM Accuracy 91.77 91.36 91.48 91.83 92.14 91.59
Type I error 6.70 7.33 6.52 6.58 6.40 6.11

CART Accuracy 92.98 92.55 93.04 92.43 92.87 93.04
Type I error 5.99 6.87 5.76 7.09 6.69 5.76

k-NN Accuracy 91.28 91.05 90.69 91.34 91.82 90.58
Type I error 7.61 7.21 7.05 6.81 7.05 7.45

Naïve Bayes Accuracy 90.72 90.26 90.70 89.43 91.62 88.61
Type I error 7.39 7.86 5.99 10.11 8.44 7.32

MLP Accuracy 91.63 90.59 89.67 91.28 91.27 89.67
Type I error 7.71 9.29 10.41 7.56 6.81 9.30

Avg. Accuracy 91.62 91.23 91.19 91.30 91.81 90.82
Type I error 7.00 7.43 7.09 7.26 6.90 7.12

Table 9
Performances of different classifiers over the Taiwan dataset (# samples: 440; # attributes: 95).

Wrapper methods Filter methods Baseline (%)

GA (%) PSO (%) t-Test (%) LDA (%) LR (%)

Linear SVM Accuracy 82.64 82.09 82.05 79.00 80.86 81.95
Type I error 16.09 16.91 17.91 22.18 17.09 17.27

RBF SVM Accuracy 81.91 81.45 80.59 81.41 82.32 82.73
Type I error 15.00 16.00 15.36 16.09 18.64 13.18

CART Accuracy 78.27 79.36 79.09 79.09 79.73 79.68
Type I error 20.18 19.55 19.36 18.64 18.00 17.55

k-NN Accuracy 78.95 78.68 77.09 79.59 82.73 77.05
Type I error 22.18 22.45 21.55 22.82 16.55 22.00

Naïve Bayes Accuracy 78.86 78.27 81.05 77.68 81.00 76.77
Type I error 17.91 17.64 17.82 17.73 20.27 13.73

MLP Accuracy 78.68 77.39 76.59 79.59 79.86 74.82
Type I error 18.66 23.64 20.55 20.82 21.45 21.55

Avg. Accuracy 79.89 79.54 79.41 79.39 81.08 78.83
Type I error 44.25 44.84 44.44 44.72 44.91 42.75
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� CART: For the four datasets, CART combined with feature selec-
tion does not provide significantly better accuracy or Type I
error than the baseline method. This may be because the feature
selection step is already employed during the construction of
the CART classifier. Therefore, similar to linear SVM, feature
selection may not help CART for the performance improvement.
� k-NN: The k-NN classifier combined with feature selection per-

forms significantly better than the baseline k-NN for prediction
accuracy and the Type I error over the four datasets. Particu-
larly, using k-NN with the filter based feature selection methods
can provide better performance than with the wrapper based
feature selection methods. Since k-NN does not include pre-pro-
cessing of the input features (like linear SVM and CART) and the
final output of using k-NN is based on the distances in the fea-
ture space between the training data samples and the testing
ones, performing feature selection first can have a positive
impact on the k-NN performance.
� Naïve Bayes: The naïve Bayes classifier combined with feature

selection can significantly outperform the baseline method in
most cases. The only exception is using the filter based feature
selection methods over the Australian dataset. Specifically,
using the wrapper based methods allows the naïve Bayes
classifier to provide better performance than using the filter
based methods. Similar to k-NN, performing feature selection
can positively impact the naïve Bayes performance. This finding
is consistent with related works, such as Chen et al. [6], that the
naïve Bayes classifier is highly sensitive to feature selection.
� MLP: Combining feature selection with MLP can provide signif-

icantly better performance than the baseline MLP over three
datasets, with the exception of the German dataset. In particu-
lar, using filter based methods make MLP perform better than
wrapper based methods. Therefore, performing feature selec-
tion improves the performance of MLP. Despite different
weights being assigned to the input features during the con-
struction of MLP, overfitting can occur during the classifier
training stage. As a result, performing feature selection can
reduce the risk of overfitting and thus improve the final accu-
racy [39].

4.3.2. The best combinations between feature selection methods and
prediction models

The best combinations for combining the feature selection
methods and classification techniques over the four datasets are
discussed below.

� Australian dataset: Looking at both prediction accuracy and
Type I error, there are several better combinations that do not
have a significant level of difference in performance, which
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are t-test + k-NN, GA + naïve Bayes, PSO + naïve Bayes,
t-test + RBF SVM, GA + MLP, and LDA + k-NN. Among them,
GA + naïve Bayes and PSO + naïve Bayes provide the highest rate
of prediction accuracy and the lowest Type I error rate respec-
tively. In particular, GA + naïve Bayes performs the third best
for the Type I error. Therefore, the optimal combination could
be GA + naïve Bayes.
� German dataset: In this dataset, the baseline linear SVM and

RBF SVM classifiers without feature selection perform the best
in terms of prediction accuracy and the Type I error respec-
tively. In addition, the baseline RBF SVM performs the second
best in terms of prediction accuracy. Therefore, these indicate
that performing feature selection is likely to degrade the
models’ performances over this dataset, especially for SVM.
However, to compare all of the combinations t-test + linear
SVM and t-test + RBF SVM outperform the others for prediction
accuracy and the Type I error respectively.
� China dataset: In this dataset, the baseline CART and t-test +

CART provide the same prediction accuracy and Type I error,
which outperform the other models. On the other hand,
LDA + linear SVM provide the lowest Type I error rate, whereas
the baseline CART and t-test + CART perform the second best.
These indicate that performing feature selection is not neces-
sary in this dataset. Particularly, the baseline CART is a more
suitable model for this dataset.
� Taiwan dataset: LR + k-NN and the baseline RBF SVM perform

the best in terms of prediction accuracy where they perform
the same. On the other hand, the baseline RBF SVM provides
the lowest Type I error rate. Specifically, LR + k-NN and
GA + RBF SVM outperform the other combinations in terms of
prediction accuracy and Type I errors respectively.

In summary, there is no exact answer for the best combination
of the feature selection method and the classification technique
over the four datasets. However, if we compare the average predic-
tion results (including average prediction accuracy and the Type I
error) by each feature selection method and the baseline models,
we can see that the models’ performances can be improved if the
feature selection method was carefully chosen. Particularly, the
better feature selection methods for credit scoring and bankruptcy
prediction are GA and LR respectively (c.f. Tables 6–9).

Although it is difficult to conclude the best feature selection for
the financial distress prediction problems, several feature selection
methods that can provide relatively better performances can be
recommended for future researches. That is, better filter and wrap-
per feature selection methods are t-test, LR, and GA.

Finally, the prediction improvements by performing filter based
feature selection over the credit scoring datasets containing small
numbers of attributes (i.e. 14 and 24) are small. That is, on average
the prediction improvements by using filter based feature selection
is only about 0.17–0.67% and 0.08–0.66% over the Australian and
German datasets respectively. These may be within the standard
deviation of the prediction accuracy obtained from 10-fold cross
validation. On the other hand, performing GA can provide about
3.09% and 0.66% prediction improvements over the Australian
and German datasets respectively. These results demonstrate the
importance of choosing a suitable feature selection for credit scor-
ing and bankruptcy prediction.
5. Conclusion

In this paper, we examine the effect of feature selection in
financial distress prediction. Specifically, filter and wrapper based
feature selection methods are compared in terms of prediction
accuracy and the Type I errors made by six different classifiers.
We found that there is no the best combination of the feature
selection method and the classification technique over the four
datasets. However, on average GA performs better than the others
over the credit scoring datasets whereas LR outperforms the other
methods over the bankruptcy prediction datasets. Despite these
findings, several feature selection methods have shown some
promising results for bankruptcy prediction and credit scoring. In
particular, t-test and LR as the filter methods and GA as the wrap-
per method can be used in the future.

It should be noted that performing feature selection does not
always improve the models’ performances, especially for CART
and SVM. This may be because when constructing these models,
CART can determine important features like many feature selection
methods do during the tree construction process whereas SVM
generally assigns some weights to the input features (i.e. attri-
butes). Moreover, since related studies, e.g. Clarke et al. [9], have
shown the advantage of SVM for high dimensional data, the
dimensionalities of financial distress datasets are relatively small
compared with other domains, such as genomic and proteomic
problems. Therefore, the need of performing the feature selection
step for credit scoring and bankruptcy prediction depends on the
chosen classifiers.

For future works, several issues could also be considered. First
of all, since the chosen filter and wrapper based feature selection
methods are based on the mostly used methods in bankruptcy pre-
diction and credit scoring, other filter (e.g. information gain) and
wrapper (e.g. naïve Bayes) methods can also be employed for the
feature selection task. Secondly, in addition to using single classifi-
cation techniques to develop the prediction models, combining
multiple classifiers or classifier ensembles by the bagging and
boosting combination methods can be developed for further
comparison.
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