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【57】申請專利範圍
1.　一種驗證使用者身份的電子計算裝置，包含：一儲存器，用以儲存一判別模型以及一訓
練資料集，其中該訓練資料集包含複數筆訓練資料；以及一處理器，與該儲存器電性連

接，用以運行該判別模型，以根據至少一筆行為資料而判別一使用者是否為一合法使用

者，其中該至少一筆行為資料對應至該使用者的行為特徵；其中，該處理器還用以：根

據基於分群的一池化演算法簡化一原先的訓練資料集，且將複數筆新增訓練資料加入該

原先的訓練資料集，以產生該訓練資料集；以該訓練資料集訓練一原先的判別模型，以

產生該判別模型；其中，在簡化該原先的訓練資料集時，該處理器還用以：(A)在複數筆
訓練資料中決定複數個群心；(B)根據該複數個群心，將該複數筆訓練資料分成複數個群
集，其中該複數個群集的數量與該複數個群心的數量相同；(C)針對各群集，將當中的所
有訓練資料加總後平均，進而獲得該群集的一平均資料；(D)以該複數筆平均資料更新該
複數個群心；(E)反覆且依序地進行步驟(B)、步驟(C)、步驟(D)，直到該複數筆平均資料
收斂至與該複數個群心相同；以及(F)將各群集的該平均資料用以取代該群集中的全部訓
練資料，進而簡化該原先的訓練資料集。

2.　如請求項 1所述之電子計算裝置，其中在將該複數筆訓練資料分成複數個群集時，該處
理器還用以：(B1)計算該原先的訓練資料集中的各訓練資料與各該群心的一差距；以及
(B2)將該原先的訓練資料集中的各該訓練資料與差距最小的群心相關聯，進而形成該複
數個群集。

3.　如請求項 1所述之電子計算裝置，其中該複數筆訓練資料為直方圖資料。
4.　如請求項 1所述之電子計算裝置，其中該原先的訓練資料集及該訓練資料集具有相同的
訓練資料數量。

5.　如請求項 1所述之電子計算裝置，其中該處理器還用以：在訓練該原先的判別模型以及
在根據該至少一筆行為資料進行判別時，基於對角共變異數矩陣計算類內變異數。

6.　一種用以更新一判別模型之方法，該判別模型用以驗證一電子計算裝置之使用者身份，
該方法包含下列步驟：由該電子計算裝置，根據基於分群的一池化演算法簡化一原先的

訓練資料集，且將複數筆新增訓練資料加入該原先的訓練資料集，以產生一訓練資料
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集，其中該訓練資料集包含複數筆訓練資料；以及由該電子計算裝置，以該訓練資料集

訓練一原先的判別模型，以產生該判別模型，其中，在簡化該原先的訓練資料集時，該

方法還包含下列步驟：(A)由該電子計算裝置在複數筆訓練資料中決定複數個群心；(B)
由該電子計算裝置根據該複數個群心，將該複數筆訓練資料分成複數個群集，其中該複

數個群集的數量與該複數個群心的數量相同；(C)由該電子計算裝置針對各群集，將當中
的所有訓練資料加總後平均，進而獲得該群集的一平均資料；(D)由該電子計算裝置以該
複數筆平均資料更新該複數個群心；(E)由該電子計算裝置反覆且依序地進行步驟(B)、
步驟(C)、步驟(D)，直到該複數筆平均資料收斂至與該複數個群心相同；以及(F)由該電
子計算裝置將各群集的該平均資料用以取代該群集中的全部訓練資料，進而簡化該原先

的訓練資料集。

7.　如請求項 6所述之方法，其中在將該原先的訓練資料集中的該複數筆訓練資料分成該複
數個群集時，該方法還包含下列步驟：(B1)由該電子計算裝置計算該原先的訓練資料集
中的各訓練資料與各該群心的一差距；以及(B2)由該電子計算裝置將該原先的訓練資料
集中的各該訓練資料與差距最小的群心相關聯，進而形成該複數個群集。

8.　如請求項 6所述之方法，其中該複數筆訓練資料為直方圖資料。
9.　如請求項 6所述之方法，其中該原先的訓練資料集及該訓練資料集具有相同的訓練資料
數量。

10.   如請求項 6所述之方法，還包含下列步驟：在訓練該原先的判別模型時，由該電子計算
裝置基於對角共變異數矩陣計算類內變異數。

11.   一種電腦程式產品，經一電子計算裝置載入後，執行下列指令：根據基於分群的一池化
演算法簡化一原先的訓練資料集，且將複數筆新增訓練資料加入該原先的訓練資料集，

以產生一訓練資料集，其中該訓練資料集包含複數筆訓練資料；以及以該訓練資料集訓

練一原先的判別模型，以產生用以驗證該電子計算裝置之使用者身份的一判別模型，其

中，在該電子計算裝置簡化該原先的訓練資料集時，該電腦程式產品還包含下列指令：

(A)在複數筆訓練資料中決定複數個群心；(B)根據該複數個群心，將該複數筆訓練資料
分成複數個群集，其中該複數個群集的數量與該複數個群心的數量相同；(C)針對各群
集，將當中的所有訓練資料加總後平均，進而獲得該群集的一平均資料；(D)以該複數筆
平均資料更新該複數個群心；(E)反覆且依序地進行步驟(B)、步驟(C)、步驟(D)，直到該
複數筆平均資料收斂至與該複數個群心相同；以及(F)將各群集的該平均資料用以取代該
群集中的全部訓練資料，進而簡化該原先的訓練資料集。

12.   如請求項 11所述之電腦程式產品，其中在該電子計算裝置將該原先的訓練資料集中的該
複數筆訓練資料分成該複數個群集時，該電腦程式產品還包含下列指令：(B1)計算該原
先的訓練資料集中的各訓練資料與各該群心的一差距；以及(B2)將該原先的訓練資料集
中的各該訓練資料與差距最小的群心相關聯，進而形成該複數個群集。

13.   如請求項 11所述之電腦程式產品，其中該複數筆訓練資料為直方圖資料。
14.   如請求項 11所述之電腦程式產品，其中該原先的訓練資料集及該訓練資料集具有相同的

訓練資料數量。

15.   如請求項 11所述之電腦程式產品，還包含下列指令：在該電子計算裝置訓練該原先的判
別模型時，基於對角共變異數矩陣計算類內變異數。

圖式簡單說明

第 1圖為描繪根據本發明的一或多個實施例的驗證使用者身份的電子計算裝置之示意圖。
第 2圖為描繪根據本發明的一或多個實施例的判別模型再訓練及驗證使用者身份之流程圖。
第 3圖為描繪根據本發明的一或多個實施例的直方圖形式的特徵資料的相關性的示意圖。
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第 4圖為描繪根據本發明的一或多個實施例的判別模型之更新方法的流程圖。

(3)
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